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"With artificial intelligence we are summoning the demon" -- Elon Musk

Simon Leglaive 2020
https://sleglaive.pages.centralesupelec.fr/page/IA-MS-sept2020/slides/slides.html



"We're really closer to a smart washing machine than Terminator"
-- Fei-Fei Li, Director of Stanford AI Lab

Simon Leglaive 2020
https://sleglaive.pages.centralesupelec.fr/page/IA-MS-sept2020/slides/slides.html
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Outline

• Part I : AI in medical physics

• Part II : AI for (Monte Carlo) simulation

• Conclusion
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Deep Learning (DL)

• Step1: learn a model (training)
• Input = training database

• Neural network architecture

• Learning method (optimisation)

• Step2: use the model (inference)
• New input data

• Apply the NN model to get output
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Segmentation with CNN

• Segmentation: one of the most tedius task, with high uncertainty

• For OAR, for lesions

• Automatic contouring with CNN
• Input: an image (CT, MRI, etc)

• Output: a mask (a binary image)
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Prediction (“radiomics”)

[Reuze2018]
[Arimura2018]
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GAN: Generative Adversarial Network

• [Goodfellow et al 2014]

• Thousands of articles since

• Goal: learn a multidimensional distribution

• Generate “samples” from this distribution

• “Diffusion net” [Ho et al 2020] :
• Dall-E, Midjourney, StableDiffusion

• Text-to-image diffusion model



StyleGAN2

https://arxiv.org/abs/1912.04958

[Karras2019]
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GAN: Generative Adversarial Network

• [Goodfellow et al 2014]

• Thousands of articles since

• Goal: learn a multidimensional distribution

• Generate “samples” from this distribution

• “Diffusion net” [Ho et al 2020] :
• Dall-E, Midjourney, StableDiffusion

• Text-to-image diffusion model
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Main GAN approaches

• Pix2Pix [Isola2017]
Conditional GAN

• CycleGAN [Zhu2017]
Pair of Cycle consistant GANs

No need for paired training data
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GAN for pseudoCT from CBCT

[Liang2019], [Kinda2020]

CycleGAN
Pseudo CT
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GAN for pseudoCT from MRI

• In radiation therapy, for dose computation

• Lot of litteratures, e.g. [Robert 2020 HDR]
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GAN for attenuation map in PET or SPECT

[Dong2019] [Yang2019] [Shiri2019]

• cycleGAN

• To create a “attenuation
map” to be included in the
reconstruction
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GAN for intermediate SPECT projection

• Long 3D SPECT acquisition with rotation gantry, around 120 angles

• [Rydén2020] Synthetic intermediate projections (SIPs)

• SIPs to be used during the reconstruction
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Conclusion Part1

AI in Medical Physics : already there !

• Large success in auto segmentation (still work todo)

• Concept: deep-based radiomics (data based biomarkers)

• Concept: image generation (pseudoCT, etc)

• Many others applications

It is a “new” hammer, if you have nails, it is good.
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• Already experimented in several publications

• Especially in HEP and MedPhys

DL could it be useful for MC ?

[Sarrut et al Frontiers 2021]
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Dose computation/planning with AI

• Task1: fast dose computation/prediction
• Input: CT + contour + MLC fluence map

• Output: dose distribution

• Task2: planning optimization
• Input: CT, planning constraints/objectives, fast dose algo

• Output: beam configurations and parameters

Nguyen, D. et al. A feasibility study for predicting optimal radiation therapy dose
distributions of prostate cancer patients from patient anatomy using deep
learning. Sci. Rep. 9, 1076 (2019).

Campbell, W. G. et al. Neural network dose models for knowledge-based
planning in pancreatic SBRT. Med. Phys. 44, 6148–6158 (2017).
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Example: EBRT

• DeepDose [Kontaxis2020]

• Input:
• Patient anatomy CT + contours
• IMRT MLC shape or segment

• Output: dose distribution

• Training database 100 patients, prostate
5-beams IMRT, ~4k segments, dose from
segment with MC, normalized 100 MU

• 3D U-Net

• Compared to MC ; 1 min patient in total

• For online replanning
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Radiopharmaceutical therapy

DeepDose [Lee2019] … same name [Tsekas2021]
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DL-based Monte Carlo denoising

• Post-processing, CNN-based denoising

• Training dataset: pairs of high-noise/low-noise dose distributions

• Photon, proton dose

• 10–100 times fewer particles

• Dose gradients preserving ? Memory ?

[Fornander2019]
[Neph2019]
[Peng2019]
[Javaid2019]
[Kontaxis2020]
[Javaid2021]
[Bai2021]

[Javaid2021]

WARNING : need for objective
task-based evaluation of DL

denoising !
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DL-based scatter estimation

• DL trained from CBCT projections
simulated with MC

• Generate estimated scatter images
from projections

• e.g. Heyden2020: “Monte Carlo Based
Scatter Removal Method for Non-isocentric Cone-
Beam CT Acquisitions Using a Deep Convolutional
Autoencoder”

Replace the Monte Carlo simulation

[Lalonde2020]
[Lee2019]
[Maier2019]
[van der Heyden2020]

[van den Heyden2020]





Learning a Linac phase-space
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Radiation Therapy Linac head simulation

Goal: determine beam characteristics
(energy, position, direction distributions)

e- beam

Few photons exiting
VRT (brem splitting)

Phase space plane
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Phase Space (PHSP)

• Store beam properties as Phase Space
• A PHSP is a list of particles (around 108, 109)
• Properties: E, x, y, z, dx, dy, dz, w, (time)

• Advantages:
• Computed only once
• Fast to use
• Can be shared

• Drawback
• Several GB
• When a cluster is used, should be shared among workers
• Limited number of particles

• Need for an analytical model

Example of dependence of direction φ and energy
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GAN: Generative Adversarial Network

• Training dataset
• Dimension d=7

• Samples of unknown

• Generator

• Discriminator

G

D 1|0
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Loss function

• GAN notoriously difficult to train

• Alternative formulations: Wasserstein GAN [Arjovsky 2017]

• “Earth-mover” distance (EMD) : cost of the optimal transport

• Un-tracktable in practice, but approximated:
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Experiments

PHSP from IAEA web site
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Results

• Dose distribution in water from PHSP
108 primary photons

• Compare dose between:
1. PHSP1 vs PHSP2
2. PHSP1 vs GAN

• Voxel by voxel dose comparison

LINAC head

PHSP plane

Waterbox

Difference/uncertainty

Beam
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Results

Distributions of relative
differences between
• PHSP1 and PHSP2
• PHSP1 and GAN

Vertical lines indicate
the mean differences

Difference relative to
the prescribed dose

• Sufficient for dose but not perfect
• Smooth-out 511 keV peak



Learning phase-space
for SPECT simulation
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SPECT simulation

• Part1: from emission to patient exiting gamma

• Part2: track gamma inside the detector
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Training dataset

Train a GAN to produce exiting gamma from a given source

• Step1: run low stats MC, consider exiting gammas

• Step2: train a GAN

• Step3: use GAN a source
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Conditional GAN

Train with one given phantom (CT, patient) …

… but with homogeneous activity

Conditional input activity map.

[Saporta et al, PMB 2022]
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Results

2D projections
Lu177 (1 peak & scatter)

X

Y
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Conditional GAN

• Still need a training for
each phantom

• But generic to any
activity distribution

[Saporta et al, PMB 2022]
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Combine GAN and ANN
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PET GAN

Back-to-back GAN photon source for PET Monte Carlo simulation

[Sarrut et al, PMB 2023 - submitted]



[PMB 2018] [PMB 2019]

[PMB 2021]

[PMB 2022]
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GATE 10 (beta)

• New version coming soon

• Macros script replaced by Python scripts

pip install opengate

• Multi-thread

• integration

• +90 tests and examples

Open and Open-source

https://github.com/OpenGate/opengate
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Next GATE scientific meeting

• Cracow, Poland

• Organized by Wojciech Krzemien

• 24 April : hackathon

• 25 to 26 April 2023
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Conclusion

• AI and MC can be combined in various ways

• GAN to produce distributions (image, particles)

• “New” toolbox, data-driven (crap-in, crap-out)

• Open science, available toolkits

• Limitations
• Training dataset size and quality (curation)
• Unclear modeling of “rare” events (e.g. 511 keV peak)
• Evaluation may be “optimistic”

• Perspectives
• AI is a numerical method, not magic
• Data is gold
• Summer is coming

Monte Carlo



Thanks for your attention !
Lyon, France


